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The TYcHO System for Computer Analysis of Two-Dimensional Gel

Electrophoresis Patterns

N. L. Anderson, J. Taylor, A. E. Scandora, B. P. Coulter, and N. G. Anderson

We describe here a computer system for the analysis of
-high-resolution two-dimensional gel-electrophoresis
patterns, with some initial applications. The system (called
TYCHO) comprises programs for image acquisition,
background subtraction and smoothing, spot detection,
gaussian spot modeling, and pattern matching and com-
parison. It is based on a conventional minicomputer, but
makes extensive use of a high-speed array processor in
the image-processing and -modeling steps. Used in con-
cert with the 1ISO-DALT two-dimensional electrophoresis
system (Anal. Biochem. 85: 331-354, 1978), TycHo allows
quantitative measurement of hundreds of proteins in
complex biological samples, and constitutes the initial
data-reduction system required for work towards a Human
Protein Index.

Additional Keyphrases: /SO-DALT system - computerized data
acquisition and handling - electrophoresis, polyacrylamide
gel

The complexity of human cells is reflected in the number
of different proteins involved in normal cell function. Any
given nucleated cell type is generally estimated to contain 3000
to 8000 different proteins, while the total of all the different
proteins required by all human cell types during development
and at maturity is estimated to be between 30 000 and 50 000.
Of these substantial numbers, only a few hundred human
proteins (1 to 3% of the total) have been characterized in any
reasonable detail, a figure that must evoke modesty in any
contemporary biologist or physician. Nearly all of the proteins
that have been extensively studied have been found to have
important functions, and it seems reasonable to assume that
those as yet undescribed have equally important functions
that remain to be discovered. With so much unknown, it ap-
pears that any comprehensive understanding of how cells
work—or fail to work—is currently beyond reasonable ex-

pectation.
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The principal factor limiting knowledge of the variety of
proteins found in human cells is the resolution of previously
available analytical methods. Classical methods of protein
fractionation can generally resolve perhaps 10 proteins, and
such methods must therefore be applied in series to effect the
isolation of even the more plentiful proteins from a cell ho-
mogenate or extract.

The introduction of electrophoretic separations in acryl-
amide gels (1, 2) substantially improved the possible resolu-
tion. These techniques could distinguish 20 to 100 proteins
in a mixture, but were still far short of the resolution appro-
priate to the analysis of cells. Combining in series two quite
different such methods, each having high individual resolving
power (>100 proteins), O’Farrell (3) and others (4—6) devel-
oped two-dimensional gel electrophoretic techniques that
could resolve about 10 000 proteins. In general, these methods
involve isoelectric focusing (IEF; 7) in urea and non-ionic
detergents in the first dimension, and sodium dodecyl sulfate
(SDS) electrophoresis (8, 9) in the second, yielding a two-
dimensional map in which proteins are separated on the basis
of chemical properties (pl) in one direction and on the basis
of size (SDS-M,) in the other. Both individual techniques
dissociate protein subunits and to some extent denature the
polypeptide chains; this effectively minimizes the size of the
molecules to be separated and maximizes resolution. The
emergence of this technology, and its development into a re-
producible, calibrated, routine analytical tool (10-13), now
allow us to separate and make visible thousands of cellular and
body fluid proteins (14-20) and thereby become familiar with
a greatly increased proportion of the working parts of human
cells. Systematization of this knowledge in a “Human Protein
Index” (13, 21) now seems to be an attainable goal, given some
way of dealing with the large amount of data involved.

In this paper we describe a computer system that is de-
signed to handle data from the two-dimensional gel technique,
and report some general results obtained with it. The system
in its present form is called TYCHO after Tycho Brahe, the
Danish astronomer who painstakingly collected data on the
positions of stars and planets in the sky. As did its namesake,
TYCHO produces quantitative data from images. In this case,
the resulting data are in the form of lists of protein spots, their
positions, and their abundances in particular two-dimensional
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separations. TYCHO includes programs for generating and
editing such lists and for matching and scaling lists obtained
from different analyses. A system (called KEPLER) for con-
structing, maintaining, and studying a data base derived from
many analyses and many types of experiments will be de-
scribed in a later paper. Together, TYCHO and KEPLER con-
stitute the basic information-handling system required for the
Human Protein Index.

There are various approaches to the analysis of two-di-
mensional gel images; the choice among them has generally
depended on the computer and display hardware available,
the quality of the patterns to be analyzed, and the mathe-
matical or programming strategy preferred. Garrels (22) has
described a system based on use of a desk-top computer with
which it is possible to resolve spot profiles into gaussian peaks
in one dimension. A somewhat similar approach, involving a
more elaborate gaussian decomposition and a large computer,
has been described by Lutin et al. (23). Both of these systems
are fairly automatic, but each falls short of the complete
two-dimensional least-squares gaussian fitting approach de-
sired for optimal quantitation of overlapping spots.

Segmentation analysis, which makes no supposition about
ideal spot shape, has been made use of in several sophisticated
systems (24-28, 13). With this approach there is difficulty in
detecting shoulders and in properly assigning density in re-
gions of overlapping spots. Nevertheless, the technique can
be fast and has some advantages in treating spots of irregular
shape. Several groups have written computer programs aimed
at positional analysis of two-dimensional patterns without
provision for quantitation of integrated densities (29, 30).
Even though little hardware is required in this approach, the
lack of quantitation seems a major drawback and severely
limits the usefulness of such systems.

In 1977, we began an effort to analyze our gels by using a
segmentation-type approach on the PDP 10-based ALICE
image-analysis system at Argonne National Laboratory (31,
13). Although quantitative data of some usefulness was ob-
tained (13), it became clear that the special features of our
two-dimensional gel image data demanded a different ap-
proach. Therefore we designed and assembled a dedicated
computer system specifically for this effort in early 1978
(TYCHO I). High-resolution color television graphics capa-
bilities were included, because it had become apparent that
development and operation of the desired software would
require extensive inspection of and interaction with high-
quality image data. An array processor was later added, to
handle the computational load involved in the image prepa-
ration and gaussian fitting algorithms we chose. TYCHO I was

512x5I12

—
AP-12081— —{GMR27
—{@]

PDPI1/60 _k:d_
P-1000
300Mb
i L=
& —1
12Mb 7 CRT 4663-PLOTTER
TERMINALS,
LINE PRINTER

1808 CLINICAL CHEMISTRY, Vol. 27, No. 11, 1981

located within and operated as part of the Molecular Anatomy
Program’s ISO-DALT laboratory (10, 11), so that interaction
between the gel-running and gel-analysis efforts would be
maximal. As expected, some problems in the computer anal-
ysis can be most easily solved by altering the gels, and vice
versa. In particular it became apparent that gels of very high
quality are required to obtain the information we desired; the
ISO-DALT system, because of the improvements attendant on
large-scale (10 000 gels per year) operation, can be made to
achieve routinely the required resolution and reproducibility.
As with the development of the ISO-DALT and the original
centrifugal analyzer systems, we have been mindful in de-
signing TYCHO to follow a path that would lead in five to eight
years to a relatively inexpensive system for research and
clinical use.

Materials and Methods

Isolation and Labeling of Lymphocytes

Lymphocytes were prepared by the Ficoll-Paque (Phar-
macia Fine Chemicals, Piscataway, NJ 08854) centrifugation
procedure, within 4 h of blood collection. The cells were
washed twice and finally resuspended in RPMI 1640 medium
minus methionine (Selectamine Kit; GIBCO Laboratories,
Grand Island, NY 14072) to give a concentration of approxi-
mately 2 X 106 cells per milliliter. The complete medium
contains, per liter (and in addition to the RPMI 1640 ingre-
dients), 50 mL of fetal bovine serum, 40 umol of mercapto-
ethanol, 106 USP units of penicillin, 100 mg of streptomycin,
and 200 mg of gentamicin. [35S]Methionine (Amersham, Ar-
lington Heights, IL 60005) was added (25 uCi per 400-xL
culture well) and the cells were incubated (37 °C, 5% CO; +
95% air, 18 h) with continuous gentle rocking. Cells were then
harvested by a 1-s centrifugation (Microfuge B; Beckman
Instruments, Palo Alto, CA 94304) in capillary-bottom Mi-
crofuge tubes (Walter Sarstedt, Inc., Princeton, NJ 08540),
the labeling medium was quickly aspirated, and the cells were
promptly lysed in 50 uL of a mixture containing, per liter, 9
mol of urea, 20 mL of the non-ionic detergent Nonidet P-40
(NP-40; Particle Data Laboratories, Elmhurst, IL 60126), 20
mL of mercaptoethanol, 20 mL of pH 3.5-10 Ampholines
(LKB Instruments, Rockville, MD 20852), and 0.1 mmol of
phenylmethylsulfonyl fluoride (as a protease inhibitor).
Condensed DNA (nuclear remmants) was then removed by
30- to 90-s centrifugation in the Microfuge. Samples so pre-
pared lack the troublesome viscosity encountered when nu-
clear DNA is allowed to swell in the sample solution. They can
be used immediately or stored frozen at —80 °C for at least one

Fig. 1. Schematic diagram of the TYCHO | computer system
hardware
Major components are as described in the text



Fig. 2. Photograph of a multi-panel color-television display, showing steps in the image-analysis procedure

Image grey scale has been converted to a color scale (*‘pseudo-color’) for enhanced visual discrimination. Each panel shows the same small section (220 X 120
pixeis) of the image after various transformations; the whole image is approximately 90 times the size of this section. (A) original image data from the densitometer,
(B) image after conversion to a scale linear in cpm and with film base density subtracted, (C) background and horizontal streaks determined from the converted

image, (D) image from which background and streaks have been subtracted, (E) result of a spot-detecting convolution applied to the converted image, (F) synthetic
image made from starting spotlist constructed by placing uniform size spots at the spot locations detected by convolution, (G) the final synthetic image made from
the spotlist after fitting to the background-subtracted image, (H) the residual density remaining when the fitted spots of G are subtracted from the processed image

of D. Very littie density remains unaccounted for. The three bright
is preserved as an unknown value (defined as equal to 255) throughout the pr

are over-range (>255) density, which, since it is not accurately measured by the densitometer,

. Because a threshold is used in the convolution/spot detection step to yield

ocessing
a reasonable number of spots in the starting spot list, some of the very faintest spots in the image are ignored in this example

year without appreciable degradation, as assessed by two-
dimensional gel electrophoresis.

Growth and Labeling of Fibroblasts and
Lymphoblastoid Cells

The lymphoblastoid cell line GM607 (derived from a normal
individual, obtained from the Human Genetic Mutant Cell
Repository, Camden, NJ 08103) was grown in complete RPMI
1640, and labeled and harvested as for lymphocytes. The fi-
broblast line 1493 (also originating from a normal individual,
obtained from Meloy Laboratories, Inc., Springfield, VA
22151) was plated in complete Dulbecco’s Modified Eagle’s
Medium but labeled by replacing the medium with RPMI
1640 minus methionine as used for lymphocytes. Fibroblasts

were harvested by gently washing the plastic well-bottom with
60 uL of NP-40/urea solution (as for lymphocytes).

Two-Dimensional Electrophoresis

We used the original method of O’Farrell (3) as modified
in this laboratory (10, 11, 32). Isoelectric focusing in 9 mol/L
urea, 20 mL/L NP-40 (the first dimension) was carried out for
14 000 V-h, with use of 18 mL of 3.5-10 and 2 mL of 2.5-4 LKB
Ampholines per liter, in batches of 20 gels (the ISO apparatus).
Second-dimension SDS gels were 10-20% acrylamide gradient
slabs, run overnight (100 V) with 10 gels per DALT tank. The
gels were fixed, stained, dried, and autoradiographed on
Kodak XR-5 or XAR-2 film as previously described (32). All
gels carried unlabeled creatine kinase (EC 2.7.3.2) charge
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standards (12), invisible by autoradiography, for checking the
pH gradient on the stained gel.

Computer System

The present hardware system (diagrammed in Figure 1) is
based on a PDP 11/60 with 256 k-bytes of memory and a
hardware floating-point unit (Digital Equipment Corp.,
Maynard, MA 01754). Images (gel autoradiographs) are dig-
itized by using an Optronics P-1000 rotating drum scanner
(Optronics International Inc., Chelmsford, MA 01824), and
a pair of 300 M-byte disc units are used for data storage
(Plessey Peripheral Systems, Inc., Irvine, CA 92714). Images
are displayed on a Grinnell GMR27 color video display system
(512 X 512 nine-bit pixels) equipped with a trackball for
controlling two cursors (Grinnell Systems Inc., San Jose, CA
95131). Most of the arithmetic computation is done in an
AP-120B array processor having a 64 kilo-word main data
memory and a 4 kilo-word program source memory (Floating
Point Systems, Inc., Portland, OR 97223). The AP-120B is
capable of executing 12 million floating point operations per
second at 38-bit (8* decimal digits) precision. A large flatbed
plotter (Tektronix 4663; Tektronix, Inc., Beaverton, OR
97077) is used for output of line graphic results. This hardware
is now being upgraded for larger-scale studies by the addition
of a Digital Equipment Co. VAX 11/780 computer, a second
AP-120B array processor, a DeAnza IP8500 color CRT display
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Fig. 3. Absorbance produced on Kodak XAR-2 film by exposure
for various times to a stepwedge containing the (3-emitting
isotope 35S

The maximum useful density is approximately 1.5 A; above this density the
second (backside) emulsion is beginning to contribute, yielding an imegular curve
(see 1230-min exposure)

(DeAnza Systems, Inc., San Jose, CA 95131), and an Optronics
Gelscan 12 X 12 inch wet gel scanner.

Methods Used in the Analysis of Gel images

Processing of two-dimensional gel images with the TYCHO
system involves the five steps detailed below. Most of these
can be run automatically, allowing the computer to process
sets of images overnight. Most of the programs involved are
written in either FORTRAN or “C,” with frequently executed
portions coded in MACRO (for the PDP-11) or APAL and VFC
(for the array processor). The latter code is highly machine-
specific, though the remainder of the system should be
transportable to any machine using the RSX-11/M operating
system.

Autoradiographic films are digitized on a 100 X 100 um grid
(104 pm? pixels) as eight-bit densities over either 0-2 or 0-3
A ranges, with use of the Optronics P-1000 scanner. The re-
sulting image, usually 1530 X 1530 points, is stored on disk.
Processing algorithms are executed by passing the image
through the AP-120B array processor (usually in blocks of five
to 50 lines) and storing the processed output on the same or
another disk file. Figure 2A shows a small region of a digitized
image in pseudo color (i.e., a color scale has been substituted
for the autoradiographic grey scale). Throughout processing,
any pixels detected as over range (i.e., defined as >255 in the
original densitometered image) are preserved as 255 values.

Fig. 4. Correction function for converting measured XAR-2 film
density to a scale linear in counts per minute

The film’s base-density (grey-scale value: 25) is subtracted at this stage. Sen-
sitivity is significantly diminished in the low-density region (grey-scale values:
25-120) by this correction, leading to suppression of some faint spots



Fig. 5. Number of “‘converged” spots in a small area of an image
as a function of fitting iteration.

Spots are considered converged if they change by less than 1% from one iter-
ation to the next

I) Conversion of radiograph density to a linear measure
of radioactivity. The exposure of X-ray film to S-particles can
be calibrated by use of step-tablets in which each step has, for
instance, twice the radioactivity (cpm) per square millimeter
of the preceding step. When film is exposed to such a step
tablet for various intervals, sensitometric curves such as those
in Figure 3 are obtained. These curves are neither linear nor
logarithmic over the entire usable absorbance range (0-1.50
A for XR-5), and hence an empirical lookup-table correction
function (Figure 4) is used to translate the absorbance image
from the densitometer into a corrected image linear in ra-
dioactivity (a function of the amount of label-containing
protein) per area (Figure 2B).

An unfortunate feature of this curve is the 50% loss in sen-
sitivity at the low-density end. To preserve information on
faint spots it may ultimately be necessary to increase the
image depth (dynamic range) to 10-12 bits at this point and
throughout subsequent processing. Double-emulsion
(rapid-process) X-ray films such as the XR-5 and XAR-2 used
here suffer from the defect that only the “front” emulsion (the
one touching the gel) is exposed according to a reasonable
sensitometric curve; the back emulsion is protected from
B-particle exposure by the film base. Thus only about half of
the total achievable film absorbance (0-1.5 out of 0-3) is us-
able with these films. Single thick-emulsion films such as
Kodak SB will probably prove superior for direct autoradi-
ography, because they can be used over a range of approxi-
mately 0-3 A, even though they are generally slower and re-
quire processing in a special long-cycle film processor.

II) Smoothing, background, and streak subtraction. The
general approach we have taken to the problem of background
and streak subtraction is to find the minimum element in
some selected region surrounding each pixel, for each pixel of
the image. Convenient regions to choose are vertical or hori-
zontal line segments, “+” or “X” shapes, or filled squares.
Here we employ vertical and horizontal line segments because
these allow detection and subtraction not only of general
background, but of streaks as well. Streaks are subtracted
because, even though they represent actual protein present
in the gel, they are often not reliably attributable to any par-
ticular spot. For detection of the vertical component of
background, a vertical kernel (45 pixels high and one wide,
centered on the object pixel) is passed over the median-filtered
(3 X 3 element) image, and the minimum value in the kernel
is recorded for each pixel. This procedure tends to erode re-
gions of high background by a distance equal to the kernel arm
length (22 pixels), so the output must be corrected in a second
pass in which the maximum is taken over the same kernel.
Thus re-expanded, the vertical background from Figure 2B
is shown in Figure 2C. This background is subtracted from the
original density-corrected image, and a horizontal background
calculated by a similar procedure (this time using as the kernel
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a horizontal line segment 50 pixels long and one pixel high).
After re-expansion, this horizontal background is subtracted
from the image. After filtering with a 3 X 3 element median
filter, a final image appears (Figure 2D), essentially a collec-
tion of spots on a uniform zero background, suitable for use
in a mathematical fitting procedure.

III) Spot detection. By convolving the original corrected
image (Figure 2B) with a “+”-shaped 21 X 15 (x and y, re-
spectively) element kernel consisting of centered cosine curves
(14- and 10-pixel periods, respectively), the “sharpened”
image of Figure 2E is obtained. Results are similar if the
procedure is applied to uncorrected image data. Such a con-
volution produces a sharp spike wherever the image has a peak
or shoulder approximately the shape of the kernel’s central
peak. Here, spots can easily be detected as local maxima
(center element equals maximum in a 7 X 7 element “+"-
shaped kernel). The set of local maxima whose pixel values
in the original image are above some threshold constitutes the
starting spotlist. With our present hardware the processing
steps described to this point require approximately 15 min for
a 1500 X 1500 point image. The speed may be substantially
improved by using sampled image data (every other point in
x and y, for instance) for background calculation.

IV) Gaussian fitting. 1deally, densitometry of spots on
two-dimensional gels with very low sample loads would yield
two-dimensional gaussian peaks (22, 33) having slightly dif-
ferent half-widths in the two dimensions. We have made use
of this fact to allow mathematical modeling of the spots. Each
spot in the starting spotlist has five parameters: x and y po-
sition, a default size specified by two half-widths (o, = 3, g,
= 2.5 pixels), and an amplitude equal to the original image
value at the spot center. This list yields a starting synthetic
image as in Figure 2F. The spots are then fitted to the pro-
cessed image (Figure 2D) by a least-squares method (33), the
mutually altering effects of inter-penetrating neighbors being
taken into account. This iterative process can be carried to
convergence for 80 to 100% of the spots on a given autoradio-
graph (Figure 5). Any errors as to the number of spots in a
group can be corrected manually if necessary before the final
rounds of fitting. The system specifically excludes over-range
regions from the fitting, because the density in these areas is
not accurately known.

The processing time required for gaussian fitting depends
greatly on the number of spots and the size and number of
over-range regions; however, a time of 5 min per cycle for an
image with 500-700 spots is typical. Depending on the cir-
cumstances, 10 to 30 cycles of fitting may be required (50 to
150 min).

A finished synthetic representation appears as in Figure 2G.
If this is subtracted from the processed image, very little
density remains unaccounted for (Figure 2H). The fitted
spotlist, containing from 200 to 2000 spots, is quite an accurate
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Fig. 6. Superimposed plots of the positions of spots in two gels after stretching and matching
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Ellipses mark positions of spots from one gel, pluses mark spots in the other. Registration is very close throughout the pattern, fewer than 2% of the spots remain unmatched
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representation of the positions, shapes, and integrated den-
sities of the spots on the original autoradiogram. In the re-
maining stages of data analysis only this parameterized list
is used; the image itself, with its large storage requirement,
can be dispensed with. Note that the default parameters are
set to exclude very small spots, which almost invariably are
caused by dust or physical imperfections on the film.

V) Pattern matching. To use the quantitative data ob-
tained for comparative studies, one must establish a correct
correspondence between spots on different gels. This is not
a trivial problem, because the dynamic properties of isoelectric
focusing pH gradients and the elastic nature of the acrylamide
gel itself give rise to small, nonlinear distortions between one
gel and the next. There appears to be no easy way of trans-
forming the coordinates of one gel into those of another by
means of a single polynomial transformation. However, the
spot patterns are locally conserved, so it is possible to achieve
near-congruence by applying sequentially (and cumulatively)
a series of local stretches whose effect is made to decline ex-
ponentially from the center (“pivot point”) about which the
local stretch is computed.

We have implemented such a system (34) in which, given
six to 10 initial identifications, two similar gels can be matched
with high accuracy. The matching proceeds in four steps: first
a fit over the whole gel, to establish overall registration, then
a series of local deformations centered on the best-matched
spots, a sequence of stretches centered on the nodes of a grid
(usually 4 X 4) over the whole pattern, and finally another
series of local stretches centered on the worst matches. At each
stage, spots that are seen to correspond within certain distance
and similarity (shape and abundance) limits are “matched”
by making their spot numbers the same. At several points in
the algorithm, the worst computer-made matches are broken
to allow for readjustment. Figure 6 illustrates the capabilities
of this system. In the match shown, the average residual final

Table 1. Degrees of Difference between Some

Pairs of Analyses
Comparison r-tactor, %
1. Duplicate scans, same autoradiograph 1-3
2. Duplicate autoradiographs, same gel 3-6
(different films)
3. Varying exposures, same gel, scaled
together:
22 day vs 9 day 4
22 day vs 5 day 5
4. Same sample, duplicate gels (same 8-10
batch of gels)
5. Samples from four different people, 16-18
prepared same day, gels run in same
batch
6. Lymphocytes + and — PMA 378
7. Lymphocytes vs GM607 374
8. Lymphocytes + PMA vs GM607 272
9. Lymphocytes vs fibroblasts 4128
10. Two different fibroblast 11-15
cell lines
11. GM607 + heat shock 22

# Based on comparison of spots measured in both gels; does not include
proteins undetectable on one gel. PMA, phorbol myristate acetate; GM607,
lymphobiastoid cell line.
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mismatch between 650 “matched” spots in the two gels is ~2.5
pixels (~0.25 mm), with no incorrect identifications found.
The procedure requires about 2 min.

To organize data from two-dimensional gels into a coherent,
useful form, it is necessary to adopt a set of “master numbers”
for the protein spots seen in a given system, type of sample,
or experiment. The matching program is then used to transfer
the correct master spot numbers to the spots on each new gel.
The data may then easily be merged into multigel files, with
the abundance information for each protein properly collated.
Obviously, new spots (i.e., new proteins) must be added to the
master list as they are observed. This also is done by matching,
except that here unmatched spots are added to the reference
master list and given the next succeeding unused numbers.
The master list so constructed is based on a prototype (usually
a control) gel, but contains all the spots seen on any of the gels
in the set to which it applies. In addition to providing an or-
ganizational framework for the abundance data, the master
list can be used to standardize the fitting procedure itself by
providing a “universal” starting spot list for a given prepa-
ration. To do this, we stretch the master spot list onto each
new gel and then fit the stretched reference master pattern
to the processed gel image. In this case each spot brings with
it the correct master number at the start, and there is generally
no need to rematch with the master list after fitting.

Except for the manual entry of six to 10 reference matches,
all of the software described runs automatically. Provision is
made to output visual data at every stage for purposes of
“debugging” the procedures, monitoring production runs, and
interacting with the final data. Extensive use is made of the
array processor at all stages.

“Scaling” of Spot Lists

For inter-gel comparisons, corrections must be made for the
effect of differences in total detected protein that are the re-
sult of differences in amount of sample loaded or duration of
autoradiographic exposure. This is done by determining the
best polynomial function (as a function of integrated density)
relating the two sets of spots (with furthest outliers removed),
and correcting the object spot list according to this func-
tion.

In the comparisons reported here, scaling was performed
with a linear or quadratic function constrained to pass through
the origin.

Measure of Difference between Spot Lists

For an overall index of the similarity or dissimilarity of two
sets of matched spot data, we use a mean difference defined
as:

V! - V?
Vi+Vv? X 100
where V* is the abundance of the ith spot on gel k. The r-value
is usually taken over some sets of spots s (usually all the spots
detectable on both gels). Values for r range from 0% (exact
similarity) to 100% (maximum possible dissimilarity).

n=

In most cases, each spot on two-dimensional gels represents
a unique protein species. The quantitation of radioactive label
incorporated in each spot therefore generally provides an in-
dependent and potentially meaningful measurement of the
expression of some cellular gene. For the purposes of the
present general overview, however, we will concern ourselves
with the overall level of difference between spot lists as mea-
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Fig. 8. Autoradiograph of a separation of human peripheral blood leukocyte proteins labeled with 35S-methionine

Several identified proteins are labeled including actin, tubulin (7), lymphocyte intermediate filament protein (/FP), ﬂznicrogiobulln(ﬁzM. calmodulin, enolase,
lymphocyte tropomyosins (Tm), the LDH-B chain, and putative myosin light chains (MLC). Members of some prominent protein sets are also indicated, with their
numbers in the set: surface proteins (Surfac), mitochondrial proteins (Mitcon, labeled M), heat shock protein (ShockH), calcium-regulated proteins (Caigon), and
variable proteins (Varble; control unknown). The scale running horizontally at the level of actin shows the positions of creatine kinase charge standards (ref. 12)

sured by the simple r-factor defined above, and visualized in
log/log plots of spot integrated densities (volumes).

The variation in results arising from errors in different
phases of the analytical system is shown in Figure 7 and Table
1. If the same autoradiogram is scanned twice on the densi-
tometer and these two images are fitted starting with the same
prototype pattern, the resulting spotlists differ by an r-factor
of approximately 1-3% (Figure 7A). If two films, each exposed
to the same gel for five days, are compared, the r-factor ob-
tained is 3% (Figure 7B). Comparison of exposures of the same
gel differing in duration by a factor of 4.4 (nine and 22 days)
yields an r of 4% (Figure 7C) after scaling. If two different gels
of the same specimen (and from the same batch of gels) are
compared, the difference is in the range 8-10% (Figure 7D).
Thus the systematic error ascribable to film variation and

densitometric noise seems to be about r = 5%; if gel-to-gel
(within-batch) variation is added to this, the total systematic
error is about r = 8-10%.

When we compared patterns of conventionally prepared
lymphocytes from four unrelated individuals (same batch of
gels), the overall r-factor, including interindividual differ-
ences, was about 16-18% (Table 1). In contrast, when we
compared fibroblast cell lines obtained from different indi-
viduals but maintained for many months in tissue culture
before testing, the r-factor was only 11-15% (Figure 7E). In
each of these comparisons the differences exceeded the sys-
tematic error, with the lymphocytes exhibiting a greater de-
gree of interindividual variation than the established cell
lines.

Exposure of human peripheral lymphocytes to phorbol
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Fig. 10. Color-television display, showing a synthetic image made from a spot list representing the pattern of Figure 8
The spot list is the same as that shown in Figure 9. Identified by use of a color overlay, the spots known to be mitochondrial proteins have been highlighted in red.

Numbers adjacent to red spots are numbers in the Mitcon set

myristate acetate, a potent tumor promoter, produces nu-
merous changes; such cells yield an r-factor of 37%. A
somewhat simpler pattern of change, induced in the lym-
phoblastoid cell line GM607 by a 10-min heat shock at 45 °C
(Figure 7F), gives an r of 22%. Even viewed as an average over
all the spots, these treatments produce changes much larger
than the differences observed between cells from different
individuals.

Very large differences are observed when different cell types
are compared; peripheral lymphocytes differ from a lym-
phoblastoid cell line (GM607) by 37%, and from a fibroblast
line (1494) by 41%. Lymphocytes treated with phorbol my-
ristate acetate differ from GM607 by an r of only 27%, indi-
cating that the pattern of gene expression has been generally

altered to resemble more closely the lymphoblastoid cell than
the untreated lymphocyte (r of 37%, above). If, in addition to
the spots measurable in both gels, one includes in the differ-
ence measure those spots detected in only one of the gels (i.e.,
spots unique to one of the samples), then the difference values
are substantially greater.

Discussion

The results presented here indicate that the image-pro-
cessing, spot-modeling, and pattern-matching procedures
described are useful for the routine analysis of complex two-
dimensional electrophoretic data. An average error of r =
8-10% in the measurement of 500-1000 individual proteins
[including errors attributable to gel (of the same batch), film,
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Fig. 11. Threefold enlargement of a section of the synthetic image in Figure 10 (using a different pseudo-color scheme), showing

method of access to the data base

A cursor (white “+’) driven by a trackball has been used to indicate a single spot (highlighted in red); the spot’s master number (MSN) and abundance (volume)

are shown automatically at the bottom of the screen

densitometer, and computer processing] seems acceptable at
this stage, though it can probably be improved. Indeed, such
an error compares favorably with that currently achieved in
some clinical tests in which only a single enzyme is mea-
sured.

Our choice of methods for analyzing data from two-di-
mensional gels has been determined more by specific features
of this type of data than by general image-processing con-
siderations. Because of the physical chemistry of the gel sys-
tem used, it is to be expected that “good” spots have a gaussian
distribution of density in both dimensions. This feature,
demonstrated by Garrels (22) in the data from fluorographed
gels, has been confirmed by us for autoradiographs of gels
produced by use of the ISO DALT system. We therefore de-
cided to analyze gels as collections of such gaussian forms,

1818 CLINICAL CHEMISTRY, Vol. 27, No. 11, 1981

using a least-squares optimization technique to bring the
model into close agreement with the observed gel pattern.
From the outset it was clear that this approach involved much
numerical computation. In the TYCHO system an array pro-
cessor is used to perform most of this computation, at a speed
comparable to that of a mainframe computer, but at much
lower cost. Nevertheless, the arithmetic load presented by
these procedures would argue against their ultimate wide-
spread usefulness were it not for two important factors: (a)
the cost of computation is the one cost in technology that
routinely decreases by large factors with time, and (b) the
optimization method used can be specifically tailored to
routine analysis of a particular type of sample with great
savings in processing time. By taking a master pattern of spots
to be quantitated and “impressing” this upon the image (as



described in Materials and Methods), it is possible to measure
a given set of spots quite accurately with only a few iterations
of gaussian fitting. We think that such an approach may
represent the fastest and most nearly accurate processing
method for application in a clinical setting. To the extent that
measurements of enzyme amounts can replace measurements
of activity, the two-dimensional technique could with one
analysis replace a large number of enzymic determinations.

Another principal feature of the analysis strategy we have
chosen is the adoption of master-numbered spotlists as the
standard format for results. The master numbers associated
with particular spots by the matching procedure identify those
spots as reproducible entities (analogous to EC numbers for
enzymes), the abundance or behavior of which can be corre-
lated with experimental variables or diagnostic parameters.
Figure 8 shows a typical lymphocyte two-dimensional pattern;
Figure 9 shows a map in which approximately 220 of the
principal proteins present in it have been assigned standard
master numbers. Although master numbers could be assigned
in various ways to reflect relative abundance (27) or position
in a particular pattern, we have elected to use a non-systematic
allocation procedure, to avoid implying, within the numbering
scheme, any abundance relationships among spots that would
later turn out to be untrue for other cell types, sample-prep-
aration procedures, or gel systems. The master numbers we
use therefore serve no purpose other than identifying partic-
ular proteins within a permanent system of computer-com-
patible nomenclature.

On the other hand, the requirements of thought, discussion,
and, ultimately, publication necessitate the use of an addi-
tional and parallel system of evocative spot names capable of
conveying information of biological interest. Often the im-
portant information concerning a spot consists of the knowl-
edge that it belongs to the set of proteins sharing some
chemical, structural, or functional characteristic. An example
is the set of proteins whose production ceases in cells treated
with antimitochondrial drugs such as nonactin or valinomycin
(35). We refer to this set by the mnemonic “Mitcon” (because
the proteins it contains turn out to be the major mitochondrial
proteins) and assign each of the Mitcon proteins a number in
the set for easy reference (Figure 10). Mitcon:5 is thus the fifth
in a series of mitochondrial proteins; its master standard
number, on the other hand, is 71 (MSN:71). Mnemonics are
used because of their ability to convey a fairly specific im-
pression while still being sufficiently brief to serve as a
shorthand notation. So far, about 20 protein sets have been
given set names of this type (36).

The notion of named protein sets defined by special char-
acteristics is useful in data analysis as well as nomenclature.
As is evident from the relative abundance plots of Figure 7 and
the results comparing r-factors, overall difference measures
are of limited usefulness in experimental work. Once various
important functional sets are defined, it becomes possible to
ask specific questions having to do with complex regulational
effects—for example, does lymphocyte transformation cause
a general increase in the synthesis-of mitochondrial proteins
as compared with cytoskeletal molecules? Large overall r-
factor differences such as those between lymphoctyes and
lymphoblastoid cells may thus be dissected to give sets of
proteins showing greater and lesser difference. If the expres-
sion of a set of proteins is altered in one situation, the relative
size and polarity of change it shows in other circumstances
may be revealing. A large set of lymphocyte proteins whose
expression is altered by treatment with phorbol myristate
acetate also differs between lymphocytes and lymphoblastoid
cells, and in the same sense (N.L.A., unpublished observa-
tions). This explains why lymphocytes so treated are more

similar to lymphoblastoid cells (r = 27%) than either is to
control lymphocytes (r = 37% and 37%).

As a data base of interesting information concerning indi-
vidual proteins accumulates, the general problem of useful
human interaction with such a data base emerges. It is for-
tunate that two-dimensional electrophoretic separations
present us at the outset with data in a form we can easily ap-
preciate. The usefulness of star charts, terrestrial maps, and
a variety of other forms of visual information is based on our.
having a natural facility for interpreting diagrammatic two-
dimensional displays. It therefore seems expedient to retain
the two-dimensional pattern as an interface between man and
his proteins. What is required is an efficient means of ex-
tracting information about particular spots. Figure 11 illus-
trates a computer-based method for retrieval of master
number and abundance (spot volume) data by means of a
cursor pointing out one spot in a color-television image of part
of a two-dimensional pattern. The image is synthesized from
a spotlist by reconstructing the gaussian spots of a fitted gel,
and thus there is no requirement for storage of image data.
Ultimately, the entire data base of information about the spots
will be accessible through this type of interaction; specific
spots may be interrogated for all relevant information (which
will appear on the adjacent computer terminal) or specific sets
of proteins, defined by some characteristic, may be highlighted
(as in Figure 10) and the intersections, unions, complements,
etc. of various sets examined. The synthetic image displayed
in color with contrasting overlays for highlighting thus appears
to be an efficient and pleasant medium through which to in-
teract with a Protein Index-type data base.

For purposes of reference only, a combination of numbered
diagrams (Figure 9), cross indices (master number vs position,
spot characteristic vs master number), and color maps high-
lighted with protein sets (Figure 10) can make the same data
more widely accessible in published form. The results might
appear something like an equal blend of an atlas of the world
and the Oxford English Dictionary.

Using the tools described here as part of the TYCHO system
and experimental approaches presented elsewhere (20, 36),
we now have the means to attack directly the study of gene
expression (and pathologial variations in it) against the
background of the real complexity of the cell.
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Department of Energy for providing us continually with state-of-
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